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Abstract—Large language models (LLMs) have enabled new
tools in requirements engineering (RE), often in the form of
intelligent agents or virtual assistants. These tools can transform
how software engineers perform RE tasks and interact with
stakeholders. However, existing research primarily focuses on
showcasing the capabilities of these tools rather than their
design and evaluation in RE-specific contexts. This limits our
understanding of their practical value and hinders broader
adoption. To address this gap, we propose a reference model
to guide the design, use, and evaluation of intelligent RE agents.
Our work introduces new RE use cases, along with evaluation
metrics for intelligent RE agents. We present a study design
to support systematic development and share early findings
demonstrating the feasibility of our approach. The use cases
show how agents can add value for RE practitioners, while
our synthesized catalogue supports tool evaluation. Finally, our
analysis of commercial agents reveals that these tools already
support certain aspects of the envisioned RE use cases.

Index Terms—Requirements Engineering, Artificial Intelli-
gence, Large Language Model, Agents, Bots, AI4RE, RE4AI,
BotSE, GenAI.

I. INTRODUCTION

Recent advances in large language models (LLMs) such
as GPT, Bard, and LLaMA [15], [24] have enabled a new
generation of intelligent tools for requirements engineering
(RE). These models enable software agents with human-
like abilities to understand, interpret, and respond to natural
language, creating new opportunities to enhance and scale RE
activities [15], [24]. By transforming how engineers interact
with stakeholders and manage requirements, such tools have
potential to redefine traditional RE practices [11], [35].

While the potential of agents for SE tasks was recognized
over a decade ago (e.g., ERC grant on testing [21]), their
application to RE remains largely unexplored [15], [35]. Cur-
rent research mainly focuses on ‘reactive’ tools that automate
RE tasks after being prompted by users [45], rather than on
‘proactive’ agents that act autonomously, initiate interactions,
and collaborate with stakeholders to achieve RE goals [11].

Existing works demonstrate novel capabilities of LLM-
powered tools–for example, tracing links between require-
ments and code [31], [39], generating code from require-

ments [46], documenting specifications [32], supporting
quality assurance [34], and classifying or operationalizing
requirements-related information [16], [23].

Successful adoption of proactive agents in RE practice
requires clearly defining their roles, use cases, and evaluation
methods to assess their success in practical settings. Identify-
ing appropriate use cases and evaluation methods is a critical
aspect of any RE tool–software agents are no exception [14].

However, only a few studies adopt an RE-driven perspective
when designing and evaluating AI4RE tools [14], [44]. Most
do not describe RE use cases or provide methods for holistic
evaluation in RE contexts [13], often relying solely on ML
metrics (e.g., precision) [7]. These gaps limit our understand-
ing of how agents can support RE and hinder their practicality.

In this preliminary study, we address this gap by developing
a reference model that unifies RE use cases for software
agents and offers a catalog of evaluation metrics to assess
their alignment with RE goals. Specifically, we explore the
following research questions:

• RQ1: What are the RE use cases for software agents?
• RQ2: What metrics can be used to evaluate RE agents?
• RQ3: What partial implementations of RE use cases exist

in commercial software agents?
• RQ4: How do practitioners perceive RE use cases and

evaluation metrics for software agents?

We developed a systematic framework to address these
questions. First, we curated a dataset from scientific literature
on AI tools and RE practice. Using this dataset, we defined
RE use cases and compiled a catalog of evaluation metrics
(RQ1-RQ2). We then mapped commercial agent features to
these use cases to assess their feasibility (RQ3). We outlined
a validation plan with practitioners for future work (RQ4).

Our key contributions are: i) a reference model to guide
the design, use, and evaluation of intelligent RE agents; ii)
a systematic study design for constructing and validating the
model; and iii) preliminary results demonstrating its feasibility
and practical relevance. The RE use cases offer new insights
into how agents can support RE goals and provide practical
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guidance for researchers and practitioners. A catalog of evalua-
tion metrics enables a holistic assessment of agent suitability.
Our analysis of commercial agents shows partial alignment
with these use cases, indicating their relevance.

II. BACKGROUND AND RELATED WORK

A. Terminology
A software agent (in short: agent) is an autonomous soft-

ware entity designed to interact with and assist users–actors
who engage with the agent–by performing functions or provid-
ing information through natural language interactions [9]. An
agent typically leverages NLP and AI techniques to support
a range of functionalities [28]. The combination of these
functionalities to achieve a specific goal constitutes a use case.
We refer to an RE use case description (in short: RE use case)
as the combination of functionalities facilitated by the agent
(‘What’) to meet goals (‘Why’) related to RE activities [8].

B. Related Work
RE has traditionally focused on human-driven requirements

development and management, supported by well-founded
theories and methods [41], mostly for non-AI systems. Our
study builds on these foundations (e.g., use case definition)
but applies RE principles to AI-enabled systems–specifically,
intelligent RE agents. While agent-oriented RE (e.g., TRO-
POS [10]) refers to agents as goal-driven models of stakehold-
ers or system parts, we define an RE agent as an autonomous
system that interacts with stakeholders to perform RE tasks [9].

As RE tasks grow in complexity, automation has increased,
particularly in areas such as elicitation and traceability. Since
most RE artefacts are written in natural language, AI and NLP
techniques are particularly well-suited for RE tasks [17], [38],
driving a surge in AI4RE research, including 200 publications
on online user feedback analysis [13]; tools support tasks like
extracting feature requests from online feedback or tracing
requirements to code [29]. Recent LLMs have enabled more
advanced tools with reasoning and generative capabilities
(e.g., creating specifications) [47]. Yet, most AI4RE tools
remain ‘reactive’; they respond only after being prompted
by users, rather than being ‘proactive’ agents that initiate
interactions, elicit stakeholder needs, or make suggestions au-
tonomously [29]. Integration into RE workflows and validation
remain limited. Our study addresses this gap by exploring how
intelligent agents can support RE in practice.

With growing popularity of AI-enabled systems, the RE
community has started incorporating RE perspectives into their
development–an area known as RE4AI. This involves identi-
fying AI-specific needs (e.g., explainability) and translating
them into data-, model-, or system-level requirements [3].
Despite its importance, RE4AI is still underexplored compared
to areas like Testing4AI [36]. Most work targets domains like
autonomous vehicles or robotics, with little focus on software
agents; moreover, only a few studies adopt an RE-driven view
for AI4RE tools or LLMs [14], [44]. Our study contributes to
RE4AI by proposing a reference model for the design, use,
and evaluation of intelligent agents in the RE domain.

Fig. 1. Research methodology used in our study; headers present the four
phases of the methodology; lanes illustrate steps in each phase.

Intelligent agents in software engineering (BotSE) have long
been used for tasks like code repair or quality assurance [37].
Some RE bots exist, but they are user-initiated, lack autonomy
and end-to-end RE support. Their design and evaluation rarely
follow an RE-centered perspective, leaving their role in RE
unclear. Our study addresses this gap by advancing the use
and evaluation of RE agents through our reference model.

In summary, our work bridges RE4AI, AI4RE, and BotSE.
While agents are known in SE [37], their use in RE is
emerging [35]. We take a first step to address the lack of RE
use cases and evaluations in recent visions [11], [22], [33].

III. RESEARCH METHODOLOGY

We adopted a systematic methodology to address RQ1-
RQ4, comprising four phases: 1) data collection, 2) infor-
mation analysis, 3) feasibility validation, and 4) practitioner
interviews. Figure 1 outlines the phases (as headers) and their
respective steps (as lanes). Phases 1 and 2 address RQ1-RQ2.
For RQ1, we collected data on AI-powered tools (e.g., agents)
from scientific literature and current RE practices (the ‘as-is’
state) from validated sources (e.g., [8]). We then analyzed this
data to identify agent features and propose RE use cases (the
‘to-be’ state). RQ2 focused on evaluation metrics, which we
structured into a catalog through content analysis. To address
RQ3, we gathered data on commercial agents (e.g., IBM
Watsonx 25) from vendor websites and mapped their features
to the proposed use cases to assess their feasibility. For RQ4,
we sketched a plan to conduct unstructured interviews with
practitioners; while this preliminary study does not answer
RQ4, it outlines our future approach.
1) Data collection: We curated a dataset to address RQ1-RQ2,
characterizing the use of intelligent agents (RQ1) and their
evaluation metrics (RQ2). Following Kitchenham’s standard
procedure 30, we searched for literature relevant to RE agents,
selected studies based on predefined criteria, and extracted data
into a spreadsheet. Unlike the original goal of the procedure–
which aims to consolidate dispersed knowledge through a
systematic literature review–our objective was to define RE-
centered artifacts inspired by relevant studies.

Literature search. Research on RE agents is in its early
stages [35], [37], with only a few publications to date, being



insufficient to answer our RQs. Existing work focuses on
application, with limited attention to agent evaluation [37].To
broaden the evidence base, we extended our literature search to
related fields aligned with key concepts in our research goals:
agents (or bots), AI (including LLMs), software engineering
(SE), and requirements engineering (RE). We focused on
one broad area (software agents) and three specialized ones:
AI4RE (AI for RE), RE4AI (RE for AI) and BotSE (Bots for
SE); they provide relevant insights for our RQs. Following a
rapid umbrella review approach [6], we limited the scope to
secondary studies (e.g., literature reviews), which efficiently
synthesize evidence from large bodies of primary research
(e.g., more than 200 papers in AI4RE [13]) and offer stronger
insights [6]. We conducted a keyword-based search in the
Scopus digital library; we opted for this digital library as it
indexes publications from over 7,000 publishers (incl. IEEE
Xplore, Springer, and Elsevier Science). We applied filters
for English-written publications and literature surveys only
between 2010 and 2025, aligning with the emergence of the
BotSE studies [2]. We formulated three search queries based
on key concepts from our research questions and applied them
to both metadata and full text.

The first query covering RE4AI and AI4RE areas:

(‘literature’ AND (‘review’ OR ‘survey’)

AND (‘requirements engineering’ OR ’RE’)

AND ((‘artificial Intelligence’ OR ‘ai’)

OR (‘machine learning’ OR ‘ml’) OR (‘large

language models’ OR ‘llm’)))

The second query covering BotSE area:

(‘literature’ AND (‘review’ OR ‘survey’)

AND (‘software agent’ OR ‘bot’ OR ‘chatbot’

OR (‘large language models’ OR ‘llm’)) AND

((‘software engineering’) OR (‘requirements

engineering’)))

The third query covering general-purpose agents:

(‘literature’ AND (‘review’ OR ‘survey’) AND

(‘software agent’ OR ‘bot’ OR ‘chatbot’) AND

((‘artificial intelligence’) OR (‘machine

learning’) OR (‘large language models’)))

Literature selection. Our Scopus search returned over 5,000
publications. Despite the large volume, most results appeared
relevant to our study. We screened 400 randomly selected
papers to obtain preliminary results and assess the feasibility of
our methodology. Screening was conducted using predefined
inclusion and exclusion criteria (see Table I) and involved
reviewing titles, abstracts, and full texts. To ensure reliability,
the first author independently classified all screened papers
in two rounds; consistency was evaluated using intra-rater
agreement, indicating very good agreement (Cohen’s Kappa of
0.87) [26]. The screening resulted in 15 secondary studies [5]:
7 literature surveys in HCI, 4 literature surveys in SEBot, and

TABLE I
INCLUSION AND EXCLUSION CRITERIA.

No. Inclusion Criteria
1 Secondary studies (e.g., literature surveys) synthetising literature on

RE4AI, AI4RE, BotSE or general-purpose software agents.
2 Peer-reviewed studies published as conference, journal, workshops

papers or a book chapter.
No. Exclusion Criteria
1 Papers not written in English
2 Papers that are not peer-reviewed (e.g., technical reports, preprints)
3 Tertiary studies (e.g., an umbrella literature reviews), technical reports

or manuals.
4 Papers that are not secondary studies (e.g., primary studies).

4 literature surveys in AI4RE (including LLM4RE). These
studies analyzed information from a total of 2,050 primary
papers. We used these secondary studies as sources for our
extracted information.

Data extraction. The first author designed a spreadsheet to
extract key information from each selected study. Using this
form, they collected data from secondary studies to answer
research questions RQ1–RQ2. We analyzed each collected
secondary study for information on: (i) functionalities of
agents that support specific use cases (e.g., interviewing users),
and (ii) metrics used to assess how well an agent or other
AI-supported tools achieve their objectives. To assess data
extraction reliability, we evaluated it using intra-rater agree-
ment [26]. The first author re-extracted data from all the se-
lected studies; an external assessor then reviewed both rounds
and calculated a percentage agreement of 81%, reflecting
nearly perfect agreement [26]. The spreadsheets resulting from
data extraction are available in our supplementary material [5].
2) Information analysis: We used the curated dataset from
the previous phase to define RE-centered artifacts: RE use
cases (RQ1) and a catalog of evaluation metrics (RQ2). We
began with a content analysis of agent capabilities in the
context of RE practices (‘as-is’), drawing on research-validated
sources and widely used industry RE tools. This informed
our vision of enhanced RE practices (‘to-be’). For RQ1, we
used conceptual modeling to map RE challenges to agent
capabilities, iteratively developing RE use cases. For RQ2, we
analysed, grouped, and adapted evaluation metrics from the
dataset to fit the RE context, resulting in a structured catalog.

Content analysis. The main goal of this step was to develop
a theoretical and practical understanding of how software
agents could be used and evaluated in RE. We conducted a
content analysis on two complementary sources: i) our dataset
from the previous phase, and ii) industry-oriented RE practices
drawn from literature [8], [41] and RE tool vendors’ websites.
We began by analyzing industry materials to capture the
current state of RE practices (the ‘as-is’ state). This provided
a foundation for exploring how software agents could enhance
RE (the ‘to-be’ state). Specifically, we reviewed two widely
recognized RE books [8], [41], which offer insights into RE
practices over time and are recommended for RE certification.
These sources helped to identify key elements: RE goals



(‘Why’), such as requirements elicitation; actors (‘Who’), such
as end-users, with whom RE interacts to achieve these goals;
approaches (‘How’), such as interviews, used to reach RE
goals; artifacts (‘What’) produced by RE tasks, such as re-
quirement specifications; and information flow, referring to the
information needed from actors to support RE activities. We
further extended this analysis to RE tools identified through
Trustradius, an online software benchmark platform [1]. The
findings were documented in a spreadsheet [5]. Subsequently,
we performed a content analysis of the dataset obtained during
the data collection phase. We examined research agents’
functionalities, along with evaluation metrics, to gain a better
understanding of how agents might be utilized and evaluated
in future RE practices (the ‘to-be’ state). We then grouped
semantically related information (e.g., similar functionalities)
to support subsequent data synthesis and conceptual modeling.

Conceptual modeling. We used datasets characterizing soft-
ware agents (functionalities and metrics) and insights from
RE practice analysis to define our reference model: RE use
cases (RQ1) and evaluation metrics (RQ2). Through concep-
tual modeling, we iteratively developed use case descriptions
(RQ1), beginning with an analysis of agent capabilities (e.g.,
facilitating meetings) and their alignment with RE goals iden-
tified in RE practice literature. We first mapped these capa-
bilities to specific RE goals and approaches, and concurrently
analyzed features of commercial RE tools (e.g., IBM DOORS,
JIRA) to explore how RE agents could integrate with them
to improve RE task. For each agent capability linked to an
RE goal or/and R tool, we created short narrative descriptions
outlining the problem addressed, the agent’s functionality, and
expected outcomes. We also noted the benefits for various
stakeholders (e.g., project managers). We thematically grouped
and synthesized these narratives into distinct use cases. Each
use case (RQ1) was described using three elements: the RE
goals the agent aims to satisfy (‘Why’), the agent’s function-
ality that supports achieving the goal (‘What’), and the stake-
holders the agent interacts with or impacts (‘Who’). To address
RQ2, we analyzed our dataset of evaluation metrics, grouping
them into semantically related categories and adapting their
descriptions to RE practice and our use cases.
3) Feasibility validation: This phase aimed to validate the fea-
sibility of the RE use cases (RQ3). We verified whether partial
implementations of these use cases already exist. Specifically,
we identified and mapped features of commercial agents to
the functionalities referenced in our RE use cases.

Web search. We first searched for publicly available com-
mercial agents to increase the reliability of our findings. To
identify relevant tools, we used TrustRadius [1], a popular
platform for comparing software tools. We listed all tools that
fall under categories related to agents and bots.

Product analysis. Our analysis considered 5 commercial
agents. In addition to the feature descriptions provided on the
TrustRadius platform, we also visited their vendors’ websites
to further examine the tools’ features. We recorded the iden-
tified features information in our spreadsheet [5].

Feature mapping. We validated use case feasibility using

the matrix traceability method [21]. This method helps reuse
system components by matching current needs (e.g., func-
tionalities) with those of existing systems. We thus compared
features of commercial agents with the functions referred in
our use cases.
4) Practitioner interview: The final phase of our methodol-
ogy seeks to validate the our reference model with practition-
ers. This preliminary study does not yet include validation
results, as these are scheduled for after the earlier phases
are completed. Initial interviews, designed using standard SE
empirical research guidelines [43], [49], will be piloted with
2-3 participants and refined accordingly. We will then conduct
full-scale interviews, analyze the results, and continue with
further practitioner interviews.

Interview design. The interviews will evaluate the practical
value of our reference model. We will gather practitioners’
views on the relevance, applicability, and completeness of the
use cases (RQ1) and evaluation metrics (RQ2). Their input
will help refine the model. We will conduct semi-structured
interviews to allow focused yet flexible discussions [48]. With
5 to 10 participants, we aim to reach data saturation-when no
new insights emerge. Participants will have experience in RE
and ideally some knowledge of AI solutions. We will recruit
them through our networks and platforms like LinkedIn; a few
suitable candidates are already identified. Each interview will
begin with a brief overview of our research. We will ask a mix
of open and closed questions, starting with the participant’s
background (e.g., role, experience, products). After presenting
the reference model, we will ask for feedback on the use
cases (e.g., ‘What challenges might arise?’) and the evaluation
metrics (e.g., ‘Are they useful?’). The interview will end with
general feedback.

Interview execution. We will conduct individual interviews
with practitioners at their convenience, either in person or via
video call. Each session will begin with a brief introduction
to the research and its purpose. Participants will receive the
interview guide and our model. With their consent, interviews
will be audio-recorded to ensure accurate data collection.

Data analysis. We will transcribe the recordings for in-
depth analysis. Using content analysis, we will identify key
themes and insights, linking them to specific use cases and
evaluation metrics. We will also apply descriptive statistics to
support the qualitative findings. This feedback will directly
inform refinements to our reference model and demonstrate
how practitioner input shaped its final version.

IV. PRELIMINARY RESULTS

A. Requirements Engineering Use Cases (RQ1)
We present two RE use cases of intelligent agents (RQ1),

based on literature-identified scenarios. Each use case is
defined using data on agent functionalities, commercial RE
tools, and RE practices (see Sect. III). These use cases can
support engineering teams to: i) engage and collaborate with
stakeholders, and ii) generate RE-related artefacts. Each use
case is linked to five RE activities. We provide a description of
the agent’s intended use from (‘What’), explain how the agent



helps achieve specific goals (‘How’), and clarify its relevance
to RE activities (‘Why’).
Use Case 1: Engage and Collaborate with Stakeholders:

Description (What): This use case focuses on enabling
continuous, engagement with stakeholders across both direct
communication and digital feedback channels. The RE agent
interacts using natural language, through text, and integrates
with platforms such as Microsoft Teams, online forums, and
App Store feedback sections to capture stakeholder input. It
monitors these channels for comments, questions, or sugges-
tions related to requirements, reacts to messages by prompting
for clarification, and can proactively reach out to users to
collect structured feedback. RE agent supports interviews,
workshops, and validation sessions by managing scheduling,
reminders, and follow-ups, while maintaining awareness of
discussion context and tracking decision history. It helps en-
sure conversations remain traceable and accessible over time,
allowing teams to respond to stakeholder needs efficiently.
By integrating with tools like Jira, Confluence, Jama Con-
nect, and IBM DOORS, RE agent helps align feedback with
development and validation workflows, supports traceability,
and keeps stakeholders actively involved throughout the RE
lifecycle.

Requirements Engineering Activities (Why): This use
case contributes to several requirements engineering activities:

• Requirements Elicitation: Captures stakeholder input
from direct conversations and online feedback; follows
up with questions to clarify needs; discover requirements
mentioned informally across platforms.

• Requirements Analysis: Analyzes intent, detects contra-
dictions or missing details, and maintains context across
touchpoints to support early requirement refinement.

• Requirements Validation: Supports live validation through
structured workshops, feedback prompts, and walk-
throughs with traceable context and conversation history.

• Requirements Management: Tracks all engagement activ-
ities, links feedback to requirements in requirements tools
like Jira and IBM DOORS, and ensures discussions and
decisions remain accessible, organized, and actionable.

Use Case 2: Generate RE-related Artefacts:
Description (What): This use case focuses on the auto-

mated generation and refinement of RE artefacts using AI
capabilities, integrated with tools such as Enterprise Archi-
tect, Jama Connect, IBM DOORS, Jira, Confluence, and
Microsoft Word. RE agent supports stakeholders, requirements
engineers, analysts, developers, testers, project managers, and
domain experts by transforming informal inputs–such as
stakeholder discussions, documentation, and online feedback–
into structured outputs. The agent generates artifacts such
as user stories, software requirement specifications, and both
functional and non-functional designs, UML diagrams, goal
models, and Requirements Traceability Matrices. It integrates
with Enterprise Architect to produce and update system mod-
els (e.g., UML, sequence diagrams), with Jama Connect and
IBM DOORS to maintain traceability links and compliance
documentation, and with Jira to convert requirements into

user stories and tasks. The RE agent extracts requirements
from interviews, backlogs, and chats; improves their quality;
and creates formal specifications in Word or Confluence. It
automates the conversion of natural language into formal
models, updates domain artifacts, and generates reports and
templates; it ensures consistency, traceability, and alignment
across tools and teams.

Requirements Engineering Activities (Why): This use
case contributes to several requirements engineering activities:

• Requirements Analysis: Refines and enhances require-
ments using quality checks, generates design concepts,
and maintains traceability through integration with Jama
Connect, IBM DOORS and Jira.

• Requirements Specification: Translates raw and refined
requirements into formal documentation and structured
models using tools like Word, Enterprise Architect, and
Confluence, ensuring that outputs are testable, and stan-
dardized.

• Requirements Validation: Supports traceability between
requirements and design/code/test artefacts using Jama
Connect, IBM DOORS, and modeling tools, enabling val-
idation through generated reports, checklists, and walk-
through-ready diagrams.

• Requirements Management: Automates updates to docu-
mentation and models, manages versioned artefacts, and
traces changes across the lifecycle by linking require-
ments with implementation and testing artefacts in Jira,
Confluence, and IBM DOORS.

B. Evaluation Metrics (RQ2)
This section presents a catalog of evaluation metrics for RE

agents (RQ2), defined from information collected in the litera-
ture (see Sect. III). We have identified 99 unique metrics; each
classified into one of 8 distinct categories; The largest number
of metrics–36 (36%)–fall under Technical & Task-Oriented
Performance, followed by 29 metrics (29%) in Language &
Response Quality. User-Centric Evaluation contains 18 metrics
(18%), while Understanding & Interpretability includes 11
metrics (11%). The Efficiency & Effort category holds 7
metrics (7%). Fewer metrics lie in Engagement & Interaction
Dynamics with 3 (3%), Benchmarking & Framework Metrics
with 2 (2%), and Collaboration & Multimodal Performance,
including only 1 metric (1%). Table II presents a sample
of 8 selected metrics from our catalog. We adapted their
descriptions to illustrate how they apply to the two RE use
cases. The complete catalog is available in our supplementary
materials [5].

C. Feasibility Validation (RQ3)
We now validate the feasibility of our RE use cases (RQ3).

Table III shows how features from five commercial agents
map to capabilities in two RE use cases. Rows represent agent
features, while columns show a sample of 20 out of 62 use
case capabilities (32%) due to space limits. A ‘↭’ indicates
that the agent supports the corresponding capability. Among
the five agents, ChatGPT [40] shows the widest coverage,



TABLE II
SAMPLE METRICS FROM OUR CATALOGUE FOR ASSESSING RE AGENTS ACROSS THE TWO IDENTIFIED USE CASES.

Metric Category Metric Description
Technical & Task-Oriented Performance Task Completion Rate Measures how effectively the RE agent completes tasks such as scheduling stakeholder

meetings (Use Case 1) or generating SRS documents (Use Case 2).
Efficiency & Effort Task Completion Time Tracks how long it takes the RE agent to perform RE tasks like initiating feedback sessions

(Use Case 1) or generating diagrams (Use Case 2).
Language & Response Quality Context Coherence Evaluates the RE agent’s ability to maintain consistent and logical discussions with

stakeholders (Use Case 1) or when interpreting feedback to generate artefacts (Use Case 2).
Understanding & Interpretability Intent or Entity Recognition Accuracy Measures the RE agent’s ability to correctly identify intents/entities from stakeholder

feedback (Use Case 1) or extract structured requirements from discussions (Use Case 2).
User-Centric Evaluation Empathy Assesses how emotionally intelligent or empathetic the RE agent is during sensitive or

subjective stakeholder interactions (Use Case 1).
Engagement & Interaction Dynamics Conversational Turns Per Session Monitors how long stakeholders engage with the RE agent in requirement clarification (Use

Case 1) or feedback review (Use Case 2).
Benchmarking & Framework Metrics NASA-TLX Quantifies stakeholder or engineer workload while interacting with the RE agent in activities

like validation sessions (Use Case 1) or documentation refinement (Use Case 2).
Collaboration & Multimodal Performance Agreement Rate Measures how consistently the RE agent aligns with multiple stakeholders’ input during

collaborative RE activities (Use Case 1) or co-created artefacts (Use Case 2).

supporting 51 of 62 capabilities, with strengths in conversation
management, NLP, and RE. IBM Watsonx [25] follows with
29 features, focusing on structured dialogue and technical
documentation. Intercom [27] and Freshchat [18] support 20
and 22 features, mainly for real-time communication and basic
tasks. Zoom AI Companion [50] supports 15 features, mostly
related to meetings. On average, each tool supports 28 features.
Only 9 capabilities are supported by all agents (e.g., ‘converse
in natural language’), while 30 are unique to a single tool–
most of them to ChatGPT (e.g., generate UML diagram’).
This highlights both tool specialization and the gap between
generalist platforms like ChatGPT and more niche solutions.

V. DISCUSSION

A. Implication for RE Research
Our results show that intelligent agents can support a range

of RE activities. Even with just two use cases, the alignment
between agents and RE practices becomes clearer. These use
cases can help researchers better justify, communicate, and
design agentic solutions, while also raising awareness of the
potential benefits among the SE community, practitioners,
and the public. They may also inspire new applications or
extensions beyond our current scope. Our catalog of evalua-
tion metrics highlights often-overlooked dimensions in AI4RE
tool assessment. While most studies emphasize technical ML
metrics (e.g., precision, recall) [7], our work draws attention to
practical factors like task completion and time efficiency. Eval-
uating tools along these broader dimensions can support more
comprehensive and meaningful assessments. We will maintain
a public repository of our use cases and evaluation catalog [5],
encouraging community engagement and extension. Finally,
our reference model can guide the design and evaluation of
future RE agents–whether by focusing on specific use cases
(e.g., artifact generation) or benchmarking tools, including
LLM-based agents, against these use cases.

B. Implication for RE Practice
Our reference model helps practitioners understand the prac-

tical value of AI4RE research. By presenting simple, intuitive

use case descriptions, it makes the potential of intelligent
agents in SE workflows more accessible. Our feasibility valida-
tion underscores the industry relevance of key agent features,
highlighting their usefulness in real-world RE contexts. The
use cases and associated metrics show both the breadth of
RE activities agents can support and the diverse evaluation
dimensions practitioners should consider when adopting agen-
tic tools. The model also provides a unified terminology to
bridge communication between researchers and practitioners,
encouraging exploration of cutting-edge solutions aligned with
practical needs. Practitioners can use the model to identify au-
tomation opportunities, improve RE processes, and potentially
enhance software quality. Additionally, the model may inspire
the development and commercialization of new RE tools–
addressing a gap, as most current solutions rely on general-
purpose agents like ChatGPT rather than RE-specific ones.

C. Challenges and Opportunities

Our findings highlight several challenges and opportunities
for future research. Although RE agents have been explored
since early 90’s [42], they have not gained practical traction.
Was this due to immature technology or other barriers? Ret-
rospective studies could shed light on why earlier efforts fell
short. This study focused on functional capabilities, but future
work should address non-functional requirements e.g., trust,
transparency, and reliability [20]; and incorporate human-
centered values. Key questions arise: What values should RE
agents promote? What risks or unintended consequences might
their use introduce? We assumed an ideal scenario, but future
research should explore both positive and negative outcomes.
As agents gain access to sensitive data and integrate with
platforms like social media, issues of privacy, security, and re-
sponsible use become critical. We also did not deeply examine
agent autonomy. RE agents should support–not replace–human
engineers. With tools like GitHub Copilot [19] reshaping SE,
it’s time to ask: What is the evolving role of the requirements
engineer? How much of RE should be automated? Our work
contributes to these ongoing discussions and encourages the
RE community to actively shape the future of practice.



TABLE III
TRACEABILITY MATRIX MAPPING A SAMPLE OF USE CASE CAPABILITIES TO FEATURES OF PUBLICLY AVAILABLE COMMERCIAL AGENTS.1
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Freshchat [18] ↭ ↭ ↭ ↭ ↭ ↭ ↭ ↭ ↭ ↭
ChatGPT [40] ↭ ↭ ↭ ↭ ↭ ↭ ↭ ↭ ↭ ↭ ↭ ↭ ↭ ↭ ↭
IBM Watsonx [25] ↭ ↭ ↭ ↭ ↭ ↭ ↭ ↭ ↭ ↭ ↭
Zoom AI Companion [50] ↭ ↭ ↭
Intercom [27] ↭ ↭ ↭ ↭ ↭ ↭ ↭ ↭ ↭ ↭

1 CO stands for Conversation; NLP denotes Natural Language Processing; MD signifies Modeling and Design; TM indicates Task Management; CM marks Communication
Monitoring; E stands for Engagement; MW denotes Meeting and Workflow; A signifies Artefact Generation; TL indicates Traceability and Linking; and D marks Documentation.

D. Limitations

Internal validity: Our selection of secondary studies is not
exhaustive, and some relevant works might have been over-
looked. To reduce this risk, we used three structured search
queries, based on SLR guidelines [30], incorporating key
concepts and their synonyms. While manual steps such as
study selection and data extraction introduce subjectivity, we
followed a systematic process to enhance repeatability [30] and
assessed intra-rater agreement to ensure reliability [13]. We
admit that synthesizing literature and defining RE use cases
involves interpretive bias–an inherent part of creative analysis.
External validity: This preliminary study analyzes only a
fraction of the identified secondary studies, and we do not
claim completeness in the RE use cases (RQ1), evaluation
metrics (RQ2), or validation of agent implementations (RQ3).
Our primary aim was to demonstrate the feasibility of our
study design, with a full set of results planned for future work.
The RE use cases are based on selected secondary studies and
RE practice books [8], [41], which may not fully represent
all industry practices, as these vary across organizations. To
mitigate this, we chose books published across different time
periods to reflect evolving industry knowledge.
Construct validity: Our definitions of agents and their fea-
tures may not fully capture the intended constructs. To mitigate
this, we used standard definitions adapted to the RE. However,
inconsistencies in definitions across industrial and research
sources may still affect the validity of our results.

VI. RESEARCH PLAN

Improve methodology: In future work, we will apply a
systematic grouping schema and validate its reliability [13]
to strengthen internal validity. Commercial agents were also
selected subjectively, possibly overlooking relevant tools. We
plan to adopt a more structured selection that includes research
agents, improving both completeness and reliability.

Scale up the study: Our dataset is based on 2,050 papers from
15 literature surveys, representing only a subset of the studies
identified. While results are informative, we aim to expand the
dataset by systematically reviewing a broader range of surveys
beyond the initial sample. This will enhance completeness and
may uncover additional RE use cases and metrics.
Broaden the scope: The current focus on functional capabili-
ties provides only a partial view of RE agents. Future work will
include non-functional aspects, such as explainability (e.g.,
why agents interact with certain users) and human values (e.g.,
kindness) [4]. A broader perspective will help define not only
what RE agents do, but how they should operate.
Practitioner validation: The reference model’s practical value
can only be assessed with practitioner input. We have designed
a validation plan and will conduct a pilot study to evaluate the
model’s usefulness (see Sect. III). Practitioner feedback will
guide refinements and shape the final validation phase.
Prototype and user study: To assess real-world suitability,
we will develop a prototype RE agent for selected use cases
and evaluate it in practical settings—helping to close the gap
in user studies on AI4RE tools [13]. Planning is already
underway, including participant recruitment and study design.

VII. CONCLUSION

Intelligent agents are increasingly streamlining SE tasks,
with growing interest in their potential for RE. These agents
could significantly transform RE, prompting key questions:
What impact will they have, and is the RE community pre-
pared? Despite their promise, research on their use, design, and
evaluation in RE remains limited. To address this, we applied a
systematic framework and developed a reference model of RE
agent use cases and evaluation metrics. We curated a dataset
that synthesizes insights from 15 secondary studies, covering
approximately 2,050 publications across RE4AI, AI4RE, HCI,
and BotSE. Based on this, we defined two RE use cases and
compiled a catalog of evaluation metrics spanning technical,



social, and other dimensions. We assessed feasibility by map-
ping use case features to existing commercial agents. The use
cases demonstrate the potential value of agents in RE and
offer practical guidance for their design and evaluation. The
metrics catalog provides a unified framework for assessing
agent suitability. Our analysis supports both the feasibility and
relevance of RE agents in practice.
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