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Abstract. [Context and Motivation] Software engineers can inter-
act with users through digital channels (e.g., online forums) to exchange
information about software products and achieve their requirements en-
gineering (RE) goals. However, conducting RE manually is challenging
due to the large number of users and the volume of their online feed-
back. [Question/Problem] Previous work has proposed tools to auto-
matically extract useful information from online feedback (e.g., feature
requests); however, these tools su!er from three major limitations: (i) an
overlooked RE perspective in their design and evaluation; (ii) insu"cient
functional and performance capabilities; and (iii) missing evaluations of
their ability to address RE needs. [Principal Idea/Results] This pa-
per presents a vision for an intelligent RE software agent designed to
overcome these limitations. Specifically, our vision explores how RE can
guide the design and evaluation of software agents powered by large lan-
guage models (LLMs), proposes empirical assessments of LLMs for RE
usage and the agent’s ability to meet RE needs. [Contributions] Our
contribution is threefold: (i) a vision for an RE agent, (ii) identification
of key challenges, and (iii) a roadmap to address current limitations.
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1 Introduction

Software engineers can interact with users using digital channels (e.g., online
forums) or built-in software features to exchange information about software
products [5,11]. Users can, for example, inform engineers in their feedback about
emerging issues, missing features, or the overall experience with a software prod-
uct. Software engineers, on the other hand, can respond to users or interact
with them via digital channels to resolve reported issues, clarify requirements,
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or acknowledge user engagement [11]. Such online feedback is a rich source of
information guiding engineers in their RE tasks (e.g., requirements analysis).

However, conducting RE at scale is challenging due to the vast volume of
users and their online feedback [12]. Popular apps like WhatsApp have more
than 2.8 billion users, receiving more than 15,000 feedback messages daily [2].
Manually engaging with such a large number of users or analyzing their feedback
is impractical and costly [5]. Yet, having comprehensive knowledge about users’
needs is essential for RE tasks and to build the right software product [5].

Previous research has developed AI4RE tools to automate online user feed-
back (e.g., feedback classification) using AI techniques [11]. However, these tools
have three main limitations: i) overlooked RE perspectives in their design and
evaluation [12]; ii) they have limited functional and performance capabilities [13];
and iii) they lack empirical evaluations to address real RE needs.

The RE perspective for designing and evaluating AI4RE tools is mostly
absent [11]; most works do not describe the envisioned RE use cases of their
tools [12]. Answers to fundamental questions are missing (e.g., do these tools
satisfy their users’ actual goals? what are the right metrics to assess their prac-
tical usefulness? do these tools help save time for requirements elicitation?) [13].

AI4RE tools o"er partial support for RE tasks (e.g., feedback classification),
lacking end-to-end functionality for tasks like requirements elicitation or require-
ments specification [12]. Key features, like interviewing end-users to detail their
requirements, are missing, while implemented features in these tools su"er from
insu#cient accuracy and scalability needed for practical use [13].

Most evaluations of AI4RE tools focus on assessing their e"ectiveness using
ML metrics (e.g., precision) rather than practical usefulness [11]. While some
evaluations report promising results, it is not clear whether the performance of
these tools is good enough to be used in practice [13]. Moreover, their impact
on RE tasks (e.g., do they improve requirements elicitation?) is rarely studied,
though this is crucial for aligning research with real stakeholders’ goals [11].

This paper presents our vision to address existing limitations by defining an
empirically tested RE agent—an autonomous software entity designed to per-
form end-to-end RE tasks, such as gathering and detailing requirements. This
agent aims to foster collaborative interactions between engineers and users, en-
hancing their skills. While the potential of agents for SE tasks was recognized
over a decade ago (e.g., ERC grant on testing [16]), the application of agents to
RE remains largely unexplored [14,18,20]. Current research in this domain fo-
cuses on using LLMs to automate specific RE tasks [6,23], with limited attention
to proactive RE agents that acts in collaboration with stakeholders.

Our contribution is threefold: i) a vision for a virtual assistant enhancing
RE through social interaction; ii) identification of key challenges, reflected in
the literature, to pursue this vision; and iii) future pathways to address these
limitations through holistic integration of AI4RE and RE4AI perspectives.

The paper is structured as follows: Section 2 covers state of the art. Section 3
introduces the vision of intelligent RE software agents. Section 4 outlines key
challenge and pathway forward, and Section 5 concludes the study.
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Criterion Our Vision AI4RE [12] RE4AI [4] SEBot [22]
Use of Software Agents ↭ → → ↭
Supporting RE Tasks ↭ ↭ → →
RE-Driven Design And Evaluation ↭ → ↭ →
Alignment with RE Needs ↭ → → →

2 State of the Art

Existing research has examined synergies between RE and AI with objectives
distinct from ours [4,12,22]. Table 2 shows the di"erences between our vision
and contributions in AI4RE, RE4AI and SEBots research areas, pointing out the
di"erent criteria that guided our comparison: use of software agents, supporting
RE tasks, RE-driven design and evaluation, and alignment with real RE needs.

AI4RE research is mostly data-driven rather than goal-driven [12], applying
AI techniques to analyze user feedback and generate RE artifacts. Yet, it over-
looks the RE-specific perspective in the design and evaluation of their analytics
tools; key questions e.g., about their RE intended usage or their ability to satisfy
the real RE needs are left unaddressed [11,13]. These tools are evaluated mainly
based on ML metrics, providing little insight into their practical usefulness for
practitioners. Their evaluation rarely focuses on RE-specific needs e.g., improved
quality or e"ectiveness of RE tasks [8,11]. AI4RE tools o"er limited feature sets
(e.g., feedback classification) without end-to-end RE support [12]; they miss key
features (interacting with users to capture and specify their needs), limiting the
feasibility for RE automation. Moreover, the accuracy and the scalability of the
tools is questionable for their practical use. Di"erently, our vision integrates RE
perspective to guide the design and evaluation a novel RE agent. We aim to
explore the use of LLMs to realise this vision; with our vision, we also strive to
address the functional and the performance limitations of existing tools as well
as to empirically evaluate the agent’s ability to address the real RE needs [11].

RE4AI research integrates the RE perspective into AI system development,
focusing on understanding AI-specific user goals (e.g., explainability) and pro-
vides guidelines to translate these goals into data-, model-, or system- require-
ments [4]. Despite its importance, RE4AI is under-researched compared to other
SE4AI areas like Testing4AI [21]; it also lacks empirical validation on whether
their RE4AI contributions meet the actual stakeholder needs [4]. Current stud-
ies focus mainly on AI systems within autonomous vehicles or robotics domains,
with limited attention to software agents or LLMs in the RE context; only in-
dividual studies take the RE-driven perspective for defining AI4RE tools or
LLMs [12,23]. Our vision similarly emphasizes the need for integrating RE per-
spective into AI engineering; but it focuses on RE agents powered by LLMs.
This vision also underlines the need for empirical evaluations of new RE-centred
methods for systems with LLMs, including the envisioned RE agent.

BotSE research find agents useful and time-saving for SE, with primary fo-
cusing on bug detection, code repair and quality assurance [22]. Individual stud-
ies proposed RE bots, but their tools are user-initiated rather than autonomous
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agent interacting with humans like in our vision [22]; these bots provide a par-
tial support for single RE tasks rather than a holistic end-to-end aid leveraging
LLMs. Neither their design nor evaluation was driven by RE-centred perspective.
We have also no evidence about their practical usefulness. Our vision propose
future pathways to address these limitations.

In summary, no existing research or commercial solutions fulfill the vision of
scalable RE support with agents powered with LLMs. While agents’ potential
in SE is noted [22], human-interactive solutions are absent in RE [20]. Recent
SE visions (e.g., Davi Lo’s RE’24 keynote [19] and Ahmed et al.’s proposal [17])
highlight agents but lack a focused RE scope. Our vision is RE-centred, targeting
specific RE research challenges and directions for the software agent. This vision
integrates holistically RE and AI, adopting RE perspective for engineering the
envisioned agent, while exploring its applications to revolutionize RE.

3 The Vision of Intelligent RE Software Agent

We envision a future where an intelligent RE software agent autonomously sup-
ports RE tasks with minimal human intervention. Unlike traditional RE tools
that merely respond to inputs, this agent would proactively make indepen-
dent decisions to achieve RE goals, such as reaching out to end-users for re-
quirements clarification. Powered by LLMs, the agent would naturally engage
with stakeholders through text-based conversations, building a comprehensive
requirements knowledge base that enhances its reasoning and RE automation
capabilities. By integrating with tools like requirements management systems
and communication platforms (e.g., email and online forums), the agent could
access, update, and share requirements information; respond to project needs in
real time; and coordinate with team members as an active contributor.

What are the benefits of having the RE agent? RE agent could act
as a virtual assistant for software teams, facilitating RE tasks through intuitive,
text-based interactions with team members and end-users. It would improve col-
laboration by maintaining a unified set of requirements, reducing miscommuni-
cation, and enabling data-driven decisions [11]. Engaging directly with end-users,
the agent would capture, clarify, and validate requirements, resulting in a more
user-centered product. By documenting conversations and generating structured
requirements, the agent would reduce manual e"ort, allowing the team to focus
on strategic insights. It would enable more e"ective integration of user feedback,
aligning software with users’ needs and increasing satisfaction [15]. With access
to project documentation and feedback, the agent could assist product managers
in data-informed requirements prioritization [12]; for example, the agent could
prioritize feature requests based on the number of users reporting them in online
feedback [11]. Stakeholders could interact with the agent at their convenience,
eliminating scheduling constraints and delays typical of traditional meetings.

Examples of the RE agent in action? Suppose the WhatsApp team
wants to understand user requirements for the next release of their app. They
could task the RE agent with providing a requirements specification backed by
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evidence from automated user feedback analysis, such as app reviews. If some of
these requirements lack detail, the team might prompt the RE agent to conduct
virtual interviews with users to clarify ambiguous requirements, gather addi-
tional details, and understand the motivations behind specific user needs. Now,
let’s say the team wants to redesign the app and explore new features. They can
assign the RE agent to identify features referred in online user feedback in other
competitive apps or use the agent collaboratively to brainstorm new use cases.
The RE agent’s extensive training and experience can o"er new insights into the
app’s potential, revealing features or perspectives previously not considered.

Is this vision relevant? RE agents have the potential to significantly im-
prove software quality, which is a high priority in an increasingly digital world [1].
Our vision aligns with the broader global goal of digital transformation by pro-
moting user-centered design and contributing a novel RE solution. We hypoth-
esize the envisioned RE agent will enhance user engagement and satisfaction.
It will improve the e#ciency of RE, making it more scalable and cost-e"ective,
thereby contributing to the global goal of optimizing resource utilization.

Why now? The timing for this vision is ideal due to: i) recent advance-
ments in artificial intelligence [14,18], ii) a growing focus on user-centered soft-
ware development [5,11], and iii) the widespread availability of online user feed-
back [11]. Recent advancements in AI, including LLMs like GPT, BARD, and
LLaMA [14,18], o"er unprecedented opportunities to develop software agents
with “human-like intelligence” that can understand, interpret, and respond to
natural language, making it ideal for scalable RE tasks. Modern SE practices
increasingly prioritize user-centered design, recognizing that meeting users’ ac-
tual needs is critical for software success [15]. With current technology and easy
access to user feedback, now is the ideal moment to create a novel software agent
to support RE practices e"ectively.

Why LLM techniques? The RE agent will facilitate natural language pro-
cessing tasks, such as generating requirements specifications, summarizing user
feedback, or answering users’ questions. LLMs are well-suited for the RE agent
as they excel in natural language understanding, enabling it to handle complex
users’ queries [9,14,18]. LLMs are pre-trained on datasets of an unprecedented
size and diversity, providing the RE agent with a broad spectrum of general
knowledge and enabling it to answer a wide range of questions without exten-
sive domain-specific training. LLMs can be continuously updated and fine-tuned,
ensuring the RE agent would adapt to evolving users’ needs. LLMs maintain
context throughout conversations; they will enable the agent to understand ref-
erences, respond to follow-up questions, and maintain coherent and e"ective
human-like dialogues

4 Key Challenges and Pathways Forward

We now present three key challenges in realizing our vision, which overlap with
gaps in the literature (see Sect. 2), along with solution pathways to address them.
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Challenge 1: How can RE help to define and evaluate an LLM-based RE agent?

– The Issue: Successful adoption of an RE agent in SE practice requires defin-
ing the “right” agent for real-world use. However, RE4AI is under-researched
and lacks empirically validated methods for practical applications, including
those involving software agents [4]. Identifying key stakeholders collaborat-
ing with RE agent (e.g., end-users, practitioners, or other SE agents [22])
is not trivial; their requirements and use cases remain unclear. While some
RE use cases have been defined [12], the agent is expected to enable new
RE tasks (e.g., prompting users to articulate their needs). Requirements for
the agent’s intelligence, autonomy, and social responsibility (e.g., kindness)
are also underdeveloped [6]. Additionally, RE4AI lacks tailored RE methods
for LLM components; current practices like prompt engineering are prelimi-
nary [9], with limited guidance on e"ective prompts or relevant datasets for
the RE use cases. Criteria for evaluating the RE agent and its LLM compo-
nent remain undefined, leaving open questions about metrics to assess the
agent’s abilities in supporting RE tasks [9].

– Solution Pathway: Future research should investigate how RE methods can
support the definition and evaluation of LLM-based RE agents. This includes
developing RE-centered guidelines for design, deployment, and evaluation,
focusing on system, model, and data levels. At the system level, research
should establish goals, use cases, and metrics for RE agents, drawing insights
from the AI4RE [11], RE4AI [4], and BotSE [22] literature. Empirical studies
with practitioners and end-users will help identify actual RE needs, while
principles from SE and HCI can guide design. At the model and data levels,
requirements for the LLM component should leverage RE-specific findings
from the LLM literature. New qualitative and quantitative studies can refine
prompt strategies for RE applications, supporting e"ective prompt design
and dataset selection.

Challenge 2: How well can LLMs support RE use cases?

– The Issue: The AI4RE literature primarily focuses on traditional machine
learning techniques [11], which often demonstrate limited performance and
suitability for RE applications. Although LLMs have shown promising capa-
bilities, their potential application and e"ectiveness in RE use cases remain
largely unexplored. Research on applying LLMs to support RE is only just
emerging [7,23], leaving several critical gaps; it is unclear which datasets
are suitable for training and evaluating LLMs specifically for RE tasks, and
how e"ectively these models meet RE goals in real-world contexts. Addi-
tionally, questions remain about the transparency and interpretability of
LLM outputs in RE applications. The RE community lacks publicly avail-
able replication packages for benchmarking AI4RE solutions [13,3], which
creates challenges for empirical studies aimed at evaluating the e"ectiveness
of LLMs in RE use cases and comparing them against existing ML-based
RE tools.
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– Solution Pathway: Future research should prioritize defining and empirically
evaluating LLMs for RE use cases. This includes identifying specific RE tasks
that LLMs can support. Initial studies can focus on evaluating LLMs using
established RE use cases from the literature [7,12]; next, they should explore
novel use cases that traditional RE tools could not previously address, lever-
aging unique LLM capabilities such as RE artifact generation and conversa-
tional interfaces. Empirical studies must be conducted with rigor to ensure
validity, using both quantitative and qualitative data analysis. Following em-
pirical SE guidelines (e.g., [3]) can help design robust experiments. Further-
more, these studies should produce publicly available replication packages.
Each package should be well documented and reproducible [3,13], includ-
ing RE-related datasets, detailed study protocols, LLM-based software, and
supplementary scripts for running the entire experiment.

Challenge 3: Can an RE agent be useful for software practitioners?

– The Issue: Limited knowledge exists about the ability of current AI tools
to meet real RE needs (e.g., improving e#ciency in requirements specifi-
cation or enhancing completeness in requirements elicitation) [11,13]. The
envisioned RE agent faces similar uncertainties; there is no available knowl-
edge regarding stakeholders’ acceptance of the solution, nor insights into
their perceived usefulness of the RE agent and its features.

– Solution Pathway: Future research should focus on prototyping RE agents
and evaluating their e"ectiveness in meeting RE needs. This requires empir-
ical user studies, such as interviews and surveys with potential stakeholders
(e.g., developers or end-users) who interact with RE agents. These stud-
ies should explore both social and psychological dimensions, assessing the
practical impacts on RE tasks and users’ perceptions of the agent’s value.
The design of such studies should draw on empirical SE research methodolo-
gies [13,3] and interdisciplinary insights from fields like HCI, sociology, and
psychology.

5 Final Remarks

This paper envisions an intelligent software agent designed to transform RE
practices. Powered by LLMs, the agent will facilitate new RE use cases, foster
more collaborative and engaged interactions among stakeholders, and contribute
to enhanced automation of RE tasks. Key challenges include defining RE-specific
frameworks for developing LLM-based agents, customizing LLM capabilities for
RE tasks, and ensuring these agents meet practitioners’ needs. We encourage
researchers and industry professionals to follow our proposed roadmap to bridge
gaps in the literature and advance RE practices.

Acknowledgments. This paper was developed as part of the Prompt Me project
implementation [10]. The work was supported by SFI grant 13/RC/2094_P2, co-funded
by the European Regional Development Fund through the Southern & Eastern Regional
Operational Programme, to Lero - the SFI Research Centre for Software.



8 J. D#browski et al.

References

1. EU Digital Strategy, https://eufordigital.eu/discover-eu/

eu-digital-strategy/, Accessed: 2024-11-08
2. Statista. https://www.statista.com/statistics/1306022/

whatsapp-global-unique-users/, Accessed: 2024-11-08
3. Abualhaija, S., Aydemir, F.B., Dalpiaz, F., Dell’Anna, D., Ferrari, A., Franch, X.,

Fucci, D.: Replication in Requirements Engineering: for RE Case. ACM Trans.
Softw. Eng. Methodol. 33(6) (Jun 2024)

4. Ahmad, K., et al.: Requirements engineering for artificial intelligence systems: A
systematic mapping study. Inf. Softw. Technol. 158(C) (Jun 2023)

5. Al-Subaihin, A.A., Sarro, F., Black, S., Capra, L., Harman, M.: App store e!ects
on software engineering practices. IEEE Trans. Softw. Eng 47(2), 300–319 (2021)

6. Alrimawi, F., Nuseibeh, B.: Meta-modelling kindness. In: MODELS. p. 280–289
(2024)

7. Arora, C., et al.: Advancing Requirements Engineering Through Generative AI:
Assessing the Role of LLMs, pp. 129–148. Springer Nature Switzerland (2024)

8. Berry, D.M.: Requirements engineering for artificial intelligence: What is a require-
ments specification for an artificial intelligence? In: REFSQ. pp. 19–25 (2022)

9. Borg, M.: Requirements engineering and large language models: Insights from a
panel. IEEE Software 41(2), 6–10 (2024)

10. D#browski, J.: Prompt Me: Intelligent Software Agent for Requirements Engineer-
ing (2024), https://prompt-me.github.io/

11. D#browski, J., Letier, E., Perini, A., Susi, A.: Analysing app reviews for software
engineering: a systematic literature review. Empirical Softw. Engg. 27(2) (2022)

12. D#browski, J., Letier, E., Perini, A., Susi, A.: Mining user feedback for software
engineering: Use cases and reference architecture. In: RE. pp. 114–126. IEEE (2022)

13. D#browski, J., Letier, E., Perini, A., Susi, A.: Mining and searching app reviews for
requirements engineering: Evaluation and replication studies. Inf. Syst. 114 (2023)

14. Fan, A., et al.: Large Language Models for Software Engineering: Survey and Open
Problems . In: ICSE-FoSE. pp. 31–53. IEEE Computer Society (May 2023)

15. Ferrari, A., Spoletini, P., Debnath, S.: How do requirements evolve during elici-
tation? an empirical study combining interviews and app store analysis. Requir.
Eng. 27(4), 489–519 (Dec 2022)

16. Harman, M.: Evolving program improvement collaborator. http://www0.cs.ucl.
ac.uk/staff/M.Harman/epic-public-version.pdf, Accessed: 2024-11-08

17. Hassan, A.E., Oliva, G.A., Lin, D., Chen, B., Ming, Z., Jiang: Towards AI-Native
Software Engineering (SE 3.0): A Vision and a Challenge Roadmap (2024)

18. Hou, X., et al.: Large language models for software engineering: A systematic
literature review. ACM Trans. Softw. Eng. Methodol. (Sep 2024)

19. Lo, D.: Requirements Engineering for Trustworthy Human-AI Synergy in Software
Engineering 2.0. In: 32nd Int. Requirements Engineering Conf. pp. 3–4 (2024)

20. Maalej, W.: From RSSE to BotSE: Potentials and Challenges Revisited after 15
Years. In: 5th Int. Workshop on Bots in Software Engineering. pp. 19–22 (2023)

21. Martínez-Fernández, S., et al.: Software Engineering for AI-Based Systems: A Sur-
vey. ACM Trans. Softw. Eng. Methodol. 31(2) (Apr 2022)

22. Moguel-Sánchez, R., et al.: Bots in software development: A systematic literature
review and thematic analysis. Program. Comput. Softw. 49(8), 712–734 (Jan 2024)

23. Vogelsang, A.: From specifications to prompts: On the future of generative large
language models in requirements engineering. IEEE Software 41(5), 9–13 (2024)


